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Abstract

The image fusion technique was employed to generate a high-resolution image from
a low-resolution one. A high scale was achieved by increasing the resolution of an
image through interpolation, which relies on pixel neighbours. Multispectral images
(low-resolution images with high resolution) from different satellites were utilized
in this work for obtaining a high-resolution image. The crucial part of image fusion
is image registration, which depends on obtaining a good high-resolution image. A
scale-invariant feature transform (SIFT) was utilized to receive control points with
an affine transform. Correct control points are determined depending on the scale of
the image (downscaling followed by upscaling), which is necessary for stabilizing
match control points between images. Control points were identified using the SIFT
algorithm, which utilizes distance and angle to determine the correct match points.
A different scale image is used to detect and correspond to the correct control points
between the two images, thereby speeding up the process. Also, image scaling with
contrast stretching was utilized for preprocessing to stretch brightness to obtain high-
quality image features. A morphological operation is applying post-processing to
images (scale, contrast stretching, and radiometric operation). Final image fusion is
obtained using the colour model (luminosity, hue, and saturation). A metric criterion,
root mean square error (RMSE), with peak signal-to-noise ratio (PSNR) is utilizing
for determining the goodness of this process, which is used in image fusion.
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Remote sensing technology is essential for detecting and identifying objects. There
are two types of objects: visible objects, such as land cover, and invisible objects, such as
temperature, evaporation, and salinity. A visible object can be seen with the eye, but a
sensor is needed to identify the invisible object [1]. Satellite images of remote sensing are
widely used in many applications, such as GPS, remote sensing, disaster management,
etc. Although a satellite image provides accurate data about the Earth, their analysis could
be complex, necessitating pre-processing. Enhancing resolution is one of the most
important steps in image accuracy [2]. Image enhancement works on the sensitivity of
information in improved input image processing methods. Enhancement is divided into
two approaches in the frequency and spatial domains [3]. It could increase the accuracy
of the information by merging data from multiple sensors to improve spatial detail and
feature information. Data fusion technology is an effective technique for producing
images with different spatial and spectral resolutions from different satellites [4-6]. The
fusion technique reconstructs a low spatial resolution image using a high spatial

resolution image to produce the same pixel size [7-9].

There are different challenges: Geometric Distortions [10] due to different devices
(sensors) in direction, scale and perspective, so that image registration was the appropriate
and accurate process to match the features correctly [11]; and temporal differences, might
become more difficult if images captured at different times that reveal changes in the
scene. The idea of different of spatial resolutions of image satellites was made by
combining images of different resolutions, especially when trying to preserve details from
a high-resolution image. Also, it could preserve sensor characteristics (such as intensity

variations and sensor noise), data quality, and restore data gaps [12].

© 2025 The Author(s). Published by College of Science, University of Baghdad. This is an open-access
article distributed under the terms of the Creative Commons Attribution 4.0 International License

(https://creativecommons.org/licenses/by/4.0/).
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Different studies were reported concerning this topic. In 2004, Dufournaud et al.
created a method for solving the problem of matching two images (one of high resolution
and the second of low resolution). They built a system that allowed comparing two images
with different resolutions and extracting points of interest at various scales up to 6 scales.
The important challenge in this study was that only images of different resolutions,
scaling, and geometric mismatch could be matched [10].

In 2010, Lin et al. produced a new algorithm for image registration based on the
Harris operator and affine transform. It was shown that the resulting method was effective
and correct. There were challenges in improving the accuracy of the angles, reducing the
effect of noise, and improving the matching [13].

In 2014, Zhu and Ren proposed a new method based on Harris detection with a
scale invariant feature transform (SIFT) feature with a direct line segment. A RANSAC
was used for filtering control points. The method had strong robustness for rotation,
resolution, scaling and lighting. It could acquire more accurate matching pair points and
improve the quality of image mosaics. This study faced many challenges, the most
important of which were changes in lighting and resolution, scaling, rotation, and noise.
Even lighting with more accurate matching control points could be avoided using
description of directed line segment with SIFT feature [14].

In 2023, Shaharom and Tahar carried out a study of the performance of SIFT and
SURF (Speeded-Up Robust Features) algorithms on multispectral images, especially
those that include greater than three bands. A less visibility of features in these images
may lead to nonlinear intensity between images. A proposed method for solving this
problem was carried out by the combination of various descriptors and revision or
alteration within the algorithm to achieve a good result in image fusions [15].

In this research, a new image fusion technique was carried out using two images
(high resolution and low resolution) of the same scene from Landsat 8 and Sentinel-2
satellites. The idea of this work is to apply a color model to produce a final fusion image.
Luminosity, hue and saturation bands were the crucial features of this color model.
Beyond color model, there were some steps which were necessary for doing this work
(e.g., image registration that based on the SIFT detection and affine transformation
model). Image registration was carried out under some conditions, such as scale which
affects the choosing of control points for image registrations. Also, some methods of
image enhancement (contrast stretch, histogram and image morphology) were necessary
for brightness calibrations. The final image with high resolution was obtained by utilizing
a color model. The paper's layout is as follows: section two showed the study area, and
section three illustrated the methodology. Results and discussion are shown in section
four, and finally, conclusions with future work are presented in section five.

2. Study area and Data Set

The Landsat 8 satellite is part of the Landsat data continuity mission, a collaborative
initiative between NASA and the United States geological survey (USGS). In this study,
two satellite images were employed. The first image was acquired from the Landsat 8
operational land imager (OLI) sensor, covering path 169, row 037, on (June 19, 2023), as
seen in Table 1. The OLI bands (band 4, band 3, band 2) were downloaded from the
USGS platform.

The second image was obtained from the Sentinel-2 satellite, which was part of the
European space agency (ESA) mission developed under the framework of the European
Union's Copernicus program. The datasets used in this research are illustrated in Fig. 1.
The Sentinel-2 image, selected for its higher spatial accuracy of up to 10 meters, was
acquired on (June 22, 2023), as seen in Table 1. Band 2, Band 3, and Band 4 were
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downloaded from the Copernicus Open Access Hub (scihub.copernicus.eu). Table 2
shows the specifications of the two satellites.

Figure 1: The study area: (a) Landsat 8 OLI sensor, (b) Sentinel-2 satellite images.

Table 1: The satellite image of the study area.
Landsat 8 Sentinel 2
2023/6/19 2023/6/22

Acquired Date

Longitude (44 1555") to (44 1738V E | (441555 to (4417 38)E
Latitude (332546 t0 (3324 21) N | (33254610 (332421)N
Resolution 30m 10 m

Table 2: Spectral bands range and spatial resolution of Sentinel-2A MSI and Landsat 8 OLI
sensors of the area study.

Landsat 8OLI | Sentinel 2
Band | Spectral | Wavelength | Resolution | Spectral | Wavelength | Resolution
region range region range
B2 Blue 452-512 30 Blue 458-523 10
B3 Green 533-590 30 Green 543-578 10
Beak
B4 Red 636-673 30 Red 650-680 10
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3. Methods
The flow-chart of this work is shown in Fig. 2.

Crn 2
/

First image Second image
(Landsat 8) (sentinel 2)
v l
Morphological Morphological
operation operation
SIFT SIFT
algol’lthm\~ algorithm
Image
matching
v
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registration

v
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v

Figure 2: Flow chart of the work.

3. 1. Scale Image

Image resizing is essential in many applications, such as image processing
applications. The size of the image is changed while maintaining the important features
intact. Changing the scale of the image is done by reducing or increasing the number of
pixels, which affects the accuracy and details of the image [16]. The number of pixels
that could be generated from the initial pixels in an image could be increased using
various techniques. A technique frequently used is the algorithm for image interpolation.
There were several types of interpolation: Bicubic Interpolation, Bilinear Interpolation,
and Nearest Neighbour [17].
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3. 2. SIFT Detection
A matching was created between two images by detecting the key points in the two
images using the SIFT detection technique for local feature detection, which was initially
proposed by D. Lowe [18], through Eq. (1) [19]. The main idea was based on the
Gaussian function. The following equation represents the scale space of 2-dimension

L(xy,0) = G(xy,0) X I(xy) (D

where L(x, y, o) is the scale space, G (x , y , o) is the variable-scale Gaussian, I(x, y) is
the input image, o is the Gaussian standard deviation, and * is the convolution operator.
The Gaussian function is

<X2+y2>
21102 e \ 77 (2)

D(X, Y, G) = (G(X, Y, kG) - G(X, Y, G)) X I(X' Y) (3)

=L(x,y,ko)-L(x,y,0)

G(x,y,0) =

To find the matching between two images, a criterion was utilized and applied
between the control points, which resulted from Eq. (3). Egs. (4) and (5) were used to
extract the correct key points in the two images by distance and angle [16, 20].

— tan-17Y
0 = tan " 4)
where y represents i raw, and X represents the j raw
AB
diff = Ad + — (5)

A8

where Ad represents the differences between the distance (for first and second images),
A0 represents the differences between two angles of the images, Ad represents the
deflection of each angle if it was near or far from the reference point.

3. 3. Preprocessing
Contrast stretching is an essential technique in image processing. It was used to
improve the visibility of features in the two images using standardization through Eqg. (6)
[12].
gx="—Ft (6)

g

where (u) represents the mean and ( o) is the standard deviation.
The mean was calculated through Eq. (7) and (8) [21].
For the x-axis

1
X =1 Xh=1 Xk (7)

For the y-axis
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1
Y = < Xkot Vi (8)
where N is the size of columns in the x-axis and the size of rows in the y-axis.

3. 4. Affine Transformation
Affine transformation is used in image processing to align two images. An affine
transformation, also called an affinity, preserves proportions on lines; it does not
necessarily preserve angles or lengths [22]. The behaviour of this transformation is
transforming parallel lines to parallel lines. The matrix form is [23]

x=ax+by+c (9)
y=bx+ay+d (10)
x 1 0 hl[cos 8 —sin @ 0 1 a 0
0 1 kj||sin 0 cos 6 g 1 0 (11
0 0 1 0 O 1 0 0 1

where h, k are the translation parameters, h is the horizontal shift, k is the vertical shift, S
represents the scaling factor, and «, § represent the shear factor, where a controls the
horizontal skew and B controls the vertical skew.

The general form of transformation matrix is expressed by Eqg. (9) and (10) or in
matrix form

X = d11x+d22+ (12)
y' = az1x4+az2+a23 (13)
X a;1  A1p A3 X
y| = lau az2 az3l [YI (14)
1 0 0 11141

3. 5. Color Model

Colors are important for humans in communicating and identifying species (ex.
Intensities, frequencies,...). These colors are represented numerically within a
mathematical formula. This representation in mathematics is known as a color model that
could represent the color space using the three main colors—blue, green, and red. The
computer could visualize color and brightness. In these methods, redundancy between
color components is reduced by converting the primary colors to an unrelated color
model, such as YUV.

Luminance (Y channel) and two chrominance components (UV channels) represent
the (YUV) color space. U shows the color difference between blue signal and luminance
(B=Y) and V represents the difference between red, and luminance (R—Y). RGB values
can be converted to YUV color space using Eqg. (15), while using Equation (16) converts
YUV to RGB [24].

Y 0.299 0.587 0.114 R
Ul=-0.147 -0.289 0436 |-|G (15)
Vv 0.615 —0.515 -0.1001 [B
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R 1.000 0.000 1.140 Y (16)
G|=11.000 -0.395 -0.581(-|U
B 1.000 2.032 0.000 |4

3. 6. Root-Mean- Square Error
The Root-Mean-Square Error (RMSE) is a standard metric used in model

evaluation. For a sample of n observations y (y; i=1,2,3,..n) and n corresponding model
predications ¥ [25, 26], the RMSE is

n

RMSE = 1/nz (yi — )2 17)

i=1

3. 7. Peak Signal-to-Noise Ratio (PSNR)

A theory was developed in (1980) to calculate the signal-to-noise ratio (SNR) of
two images based on their cross-correlation coefficients [27]. The peak signal-to-noise
ratio (PSNR) represents the similarity between two images. The two images have large
numerical differences if the PSNR is low. Furthermore, PSNR has higher sensitivity than
the structural similarity index. Therefore, to determine how comparable, two images are,
the PSNR is computed.

Using Eq. (18) and the PSNR, the similarity between the two images was computed
as follows [9, 28]
PSNR =101 MAXIZ 18

= 0810 MSE (18)
where MAX; represents the maximum fluctuation determined by the type of input image,
and MSE represents the mean squared.

4. Results and Discussion

The first step was calculating the key points in the two images (Landsat-8 and
Sentinel-2) using Egs. (1-3). Depending on the match features between the images, as
seen in Fig. 3, a reference point in the two images was established, as seen in Fig. 4.
Matched points with the aid of Egs. (4) and (5) between the two images are shown in Fig.
5. For complete best matching between images, a rescaling of the images was applied to
obtain a reasonable result. Downscaling of the two images was applied first, and then a
gradual upscaling to obtain the final result, as shown in Fig. 6. Also, the first-order
derivative (affine transform), Eq. (14), was utilized to determine the effectiveness of the
final match with the aid of radiometric.

Finally, the shared part of the two images was calculated using Eq. (14) and the rest
of the image was ignored, as seen in Fig. 7. High-resolution image was found using a
colour model that depends on luminosity, hue and saturation depending on Equations 15
and 16. Luminosity was used for the Sentinel image, and hue and saturation were used
for the Landsat image. This model can find a reasonable result because most information
holds in the luminosity part of the colour model. The results of the metric criterion
represent the rate of loss of value when applying the colour model to the images. Root-
mean-square error and peak signal-to-noise ratio were applied on images before fusion.
Results of Egs. (17) and (18) are listed in Table 3-6. Histograms of error value of the
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images when applying the colour model on the images before using image fusion are
shown in Figs. 12 and 13. They show the distribution of error around the zero value with
width strength, which shows the goodness of the result (lighter better than thicker). The
histograms in Fig. 10 (Landsat images) were broader in base than those in Fig. 11
(Sentinel images) because an image upscaling (using bicubic interpolation) was applied
on Landsat images that may affect the results. This was mean a little wide error. A metric
value was shown for the Landsat image as compared to the Sentinel image in Tables 3
and 4 for checking colour model quality. Table 5 and 6 were reveal these metric values
after applying image fusion between Landsat and Sentinel image.

g o o )
b 13 DRk % A AU
> VA 3 298 Tl

Figure 4: the reference point in two the images, (a) Landsat image, (b) Sentinel image.
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Figure 7: Share or interface area between the two images.
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Figure 9: Segments of final image.
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Table 3: bands of Landsat before fusion.

Band Mean-Square Root-Mean- | PSNR
Landsat | Error of Histogram | Square Error
Red 0.0098 1.3163 45.7440
Green 0.0080 0.9140 48.9115
Blue 0.0269 1.4113 45.1386
Table 4: Metrics of Sentinel.
Band | Mean-Square Error | Root-Mean- PSNR
Sentinel of Histogram Square Error
Red 0.0054 1.5981 44.0585
Green 0.0060 1.0230 47.9337
Blue 0.0080 1.3645 45.4311

Table 5: Metrics of hybrid with Landsat.

Band | Mean-Square Error | Root-Mean-Square | Root-Mean- Square | PSNR PSNR
of Histogram Error Landsat Error Sentinel Landsat | Sentinel
Red 0.0131 45.9934 8.9250 14.8769 | 29.1186
Green 0.0076 46.2403 3.6018 14.8304 | 37.0004
Blue 0.0121 45.9987 11.9683 14.8759 | 26.5702
Table 6: Metrics of hybird with Sentinel.
Band Mean-Square Root-Mean-Square | Root-Mean-Square | PSNR PSNR
Error of Histogram Error Landsat Error sentinel Landsat | sentinel
Red 0.0111 45.9934 8.9250 14.8769 | 29.1186
Green 0.0405 46.2403 3.6018 14.8304 | 37.0004
Blue 0.0146 45.9987 11.9683 14.8759 | 26.5702

Figure 10: Histogram of error (Landsa
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Figure 11: Histogram of error (Sentinel image): (a)red band, (b)green band, (c)blue band.
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Figure 12: Histogram of error_(hybrid with Landsat image): (a)red band, (b)green band,
(c)blue band.
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5. Conclusions

The goal of this work was to improve spatial resolution through image fusion. A
good result may have been achieved depending on the best matching between images.
Image registration was done on a scale match between images (downscale), because
different scales affect the best image match (registration)—also, down sampling of the
image accelerates the computing process. Radiometric was down in the final step with
the original scale because the downscale used interpolation, which affects its result. Image
preprocessing (contrast stretching, histogram equalization, and feature extraction) was
necessary to obtain reference points, followed by the rest of the control points. An
equation of deflections was essential for the correct shift control points. Image mosaic
was done for selecting a matching area by using the first-order transformation (affine
transform). Atmospheric conditions and the time of acquisition affect the quality of the
final image, so it is captured at nearly the same time. RMSE and PSNR were utilized on
images after applying the colour model. There were two sets of metric values. One set
was obtained from the same satellite image, converted using the colour model
(luminosity, hue, and saturation), and then back to RGB to find the percentage error.
Secondly, the rest of the test was applied between the hybrid image (the enhanced one)
and its original image. The alteration value of the metric criterion may differ between
satellites because one satellite has a low resolution that is upscaled (increased resolution
through interpolation) compared to another satellite with high resolution. A reasonable
final fusion image was obtained from this work. The application of high image resolution
or image fusion could be useful in urban planning, agricultural areas, and determining the
amount of available water. Image fusion, depending on the wavelet transform, will be
used in future work. Future work may also incorporate a hyperspectral image with
multispectral data.
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